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ABSTRACT

At present the most popular criteria are of infotie®a heuristic criteria associated with the estioratof
separability given classes and based on the fundaipattern recognition compactness hypothesigh wicreasing

distance between the classes improved their sepgralisood" are those features that maximize digtance.

Such heuristic criteria, although are widely usedalving practical problems of classification, lnutheory are

scarcely explored.
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INTRODUCTION

Formation of the feature space in problems of dlaation can be divided into two stages: selectibthe initial
description of objects and the formation of an iinfative description of the objects on the basisedficing the dimension

of the initial description of the space.

The first stage selects the original charactedsté the system, useful in varying degrees, to reg¢paa
predetermined alphabet of images, which can okdapriori information necessary to describe the legg of image
features. This step is the least developed in &éta dnalysis problems, where there are currentlfipmoalized methods of
its implementation. When determining the initiajrss of a system widely used prior knowledge, ifdnitand experience
of the subject field. In this case, you should absice into account the important fact related t® fidict that every real
object is an infinite number of different propestieeflecting his hand. Naturally, in each case thee not all essential
properties, but only a limited set of their defigifeatures really allow classification. Finding kdeatures always requires
careful examination of the content essence of ifledsobjects using experimental data on the prigerof the objects
under consideration. To solve this problem may hseful software data analysis tools, such as exigdoy analysis tools,
knowledge discovery and verification of variousteyss of signs. In this case, great help can prosidectural data
processing methods, in which we study the struttuedationship of geometric configurations pointjextis in
multidimensional space descriptions. Analysis & ttata structure helps the researcher understaatl prvboperties of

objects contribute to the separation of the imatgesyaluate the information content of the indiatifeatures.

Assigning of the second stage of the above - terdehe the most useful to classify a set of attabuwof the

objects. Necessity the implementation of this phaskie to the following circumstance.

When the initial system features selected, it Uguatns out to be quite excessive. There are aegsn'for" and

"against" on the conservation of such redundantye argument "for" is that increasing the numbefeatures allows
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more fully describe the objects. The argument 'lagjéi an increase in the number of features ine®#se "noise" in the

data makes it difficult to process and leads tatamtdhl time for its implementation.

Consequently, the argument "for" comes mainly fithin statistical '‘preconditions, while the arguniagainst"
is pushed mainly by non-statistical. If practicabtimes are almost always important, the conditiwhen running
statistics are executed much less frequently thxpeated. In [1] includes such criteria for the aqgdbility of statistical

methods:
e you can repeatedly repeat the experiment in thes samditions;
e itisimpossible to predict the outcome of the expent due to the influence of a large number aflam factors;
e With an increasing number experimental results eog& to certain values.

Moreover, the authors of [1] pointed out that thgcs mathematical methods to verify the fulfillnteof these
conditions, in a particular case does not exiseyT$ecrete sociology, demography, theory of rdltgland quality as the
sampling area, where these conditions are fulfillethost cases. Very often, however, they are teola wholly or partly
- usually due to the fact that it is not carried the second part of claim 1 criterion, i.e. nomplied with the same

experimental conditions..

In connection with the search for an answer toginestion: how many objects should be taken in campé with
the conditions of a statistical ensemble and hamssishould be measured (in terms of statistics ramiddomain) to
produce a result with a given accuracy, it is aabis to refer to the results of studies on thewatan of recognition

errors at different teaching sample volumeand the number of signs Nf[1-5]. You can draw the following conclusions:

» the error increases rapidly with an increasing nemdigns ofN and slowly decreases with increasing number of

objectsm;

* Increasing the number of signs requires a signifi¢acrease in the volume of teaching sample tdeaehthe

same error.

Therefore, paramount importance to choose the nuwibsigns is to play non-statistical considerasiarising
from the nature of the problem being solved andi¢htures of the subject area. Only when perforrttiegstatic ensemble
of conditions that are usually very difficult toextk, you can be guided by the findings of the stiatl evidence of the

required amount to ensure the accuracy of thetresul

When the classification process is realized indtweditions of small volume of training sample, teeluction of
the dimension of the original feature space becocnesial. Usually, such a conversion feature sgaaeduced to the
determination of a relatively small number of feagithat have the greatest information contentcocomance with the

selected criterion.

In general, speaking about the transformation efféature space and the choice of in formativengtion, it
should be borne in mind that signs of transfornmaticarried out due to the classification of qualitgsulting in the
problem of representation of the original datahe space of smaller dimension. Thus obtained isroéted by a set of
features optimized some functions of criteria igrsothe divide objects into classes. If the symptames selected to

improve the performance of classifying system, ¢higerion for this choice is linked to the sepalipiof classes. In
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accordance with these goals two approaches to eetgcoriginal space of dimension attributes amaroonly used in

applied researches.

In the first approach, new features are determimigidout regard to the classification of the qualitthe task of

presenting data. This problem occurs when procgdange amounts of information when necessaryptaoe the original
system featureX =(X',...X"\) a set of auxiliary variables significantly smaltimensionZ(X) =(Z(X),...Z (X)), ( <N).

According to [2], it is the most accurate recov@nxN) values of the initial feature!t;},ij...,)(]N at a substantially smaller

2

number of (nxl) values of auxiliary variabl@} 1z ,...,Z'j ; ] =1, m, wherem - number of objects in the given sample.

If such a replacement is possible, then it leadbitoproblem of representation of the originaladiat the space of smaller

dimension.

In the second approach search attributes assoadtedhe evaluation classification quality. In ghtase, the
specification of the feature space is performedst th the definition of a set of informative sigmghich are selected to

adequately address the problem of classification.

It is the development of an approach based on $keofl heuristic criteria of in formativeness of gyamptoms

associated with the evaluation of separabilitylagses given training sample, the subject of thisle.
STATEMENT OF A PROBLEM AND THE CONCEPT OF THE PROBL EM DECISION

Considered below informativeness criterion, beindharistic based on an assessment of the measfires o

separability of objects given training sample udimg Euclidean metric

For example, the teaching sample sets the ob;'l%c;tlz,,_,xm, x_for which it is

Xo11 Xag seees Xom, seees X X g veees Xy

X5 -1 X, belongs to a particular cla%p, p=1r.

known that each group of objec¥ < Xom
P

p1?

1
pi !

2

Each objectXpi is an N-dimensional vector of numeric attribufess, Xpi = (X Xpi ,...,Xg‘i).

For a given training sample objects ,, X Xpmp DXp, p=ﬂ, where Xpi -the vector in the N-

p1s Rp2 1o

dimensional feature space, we introduce the vettar (/]1,/]2 ,...,/]N ) A D{O;]}, k= l_N , Which, as noted in the

previous section, uniquely characterizes the paeicsubsystem features. The vector compondngsjual to one indicate

the presence of the relevant signs in this subsysted zero components show no signs of the retevan

Space of featurep X = (Xl,X2 ,...,XN )} will assume Euclidean and is denotedﬁw )

Definition 1 Truncation of  space R" ={X:(X1,X2 ,...,XN)} on the A call

spaceR"| = = (A7, AN ) T
L ={x, =( )}

By truncating the distance between two objexisy [] R" we mean Euclidean distandé‘), y\A in RNL
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N
— k(K k )2

k=, = S0 -y

k=1
Definition 2: A vector A is £ - informative, if the sum of the components is dduai.e.
N .
SA=t.
i=1

For each subsystem, a givéninformative vector], defined its / -dimensional attributive subspace. In each of

these spaces, we introduce some norms regardirigutigation onA, for simplicity choose Euclidean norm:

b, = 246

We denote

_ 1 ) -

Xp :_pril p_lr,
m, =

Where X p- the average object of a cIaXsp.

We introduce the function

My

s0)= =3

mp i=1

— 12
Xpi - Xp

3

The function Sp (/]) describes the average spread of objects of tles éﬂ% in the subset of features defined

by the vectorAd. We define criteria of informativeness contenttia form of functional subsystems
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Then the functional (1) reduces to the form

Index Copernicus Value: 3.0 — Articles can be semd editor.bestjournals@gmail.com



Selection of Informative Features using Heuristic @teria of Fisher Type 11

|1(A)=%, )

N

Where (*,*) — scalar product of vectors.

The coefficientsa’ , b’ do not depend o , and are calculated in advance. To calculateuhetional | (/])
for eachA required order N operations.
Next criteria given by the form of the function@)) (s called the Fisher criterion informativenessl @esignate it

as Il(/1). This criterion was studied in [2, 5], where ierified particularly evaluated the efficacy andgwsed methods

for selection of informative features based onrttaximization of the functional (2).

Were developed a lot of methods for determiningseiteof informative features of on the basis ahapte type of
Fisher criterion. One of them is the method of "@idgs"”, this method does not always provide th& belution against

Fisher criterion.

For example: For a= ( 5,10,10,1), b= ( 1,50,50,19) u N=4,/=2 an optimal solution is
A= (lO, 0,1) and a vector, the vectot = (ll, 0, O) is not an optimal solution.

The following are optimal conditions for the "Oraweys" of the method.

Consider the following optimization problem:

(2.4)

I(/])=m - max,

AON A ={01,i=1N, ®3)
a,bDRN,ai >0b >0,i =1N,

Where A' - thel-dimensional information space of features:
N
N =414 ={0L,i =1N> A =I¢.
i=1

The main aim is to determine when the method ofl&@ings" of against vector@ and b are gives the optimal

solution of the problem (3).

Let the vectorsa and b components are arranged respectively as follows:
a
—2—=2=..2—. 4)

Here are some of the data needed to find the opsiohation.

Let there be given real numbexd sa c=0,d >0 (a+c >0,b+d> 0). Then we have one of the following
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lemmas:
a>0 a+tc _c
Lemma 1.If u— > — , then the following relation holds— < <—.
b>0 d b b+d d
C at+cC Cc
Lemma 2.If u— < — , then the following relation holds— > >—.
b b+d d
a<o a+c _c
Lemma 3.If u— < — , then the following relation holds— > <—.
b< d b’ b b+d d
a<0 c_a atc _c
Lemma 4.If u — > —  then the following relation holds— < >—,
b<O0O d b’ b b+d d
a=0 c
Lemma 5.If , then the following relation holds— > —
b<0 b+d d
aso . . a+c _c
Lemma 6. If , then the following relation holds—— < —.
b>0 b+d d
As proof of the above lemma is very simple, notvamo
We introduce the following notation:
Aa =a, -3
AZaBZh ! . 2°=(1,1,..1,0,0,...,0-
bj _bi,|:lI,J :I+:LN ‘ﬁ’_" T—’

If in the above lemmas adoptad= Aq; ,b = Ab;,c = A,d = B, then, for(i, (| =1/, j=0+1 N), taking

A+Aa; 20,
into account to take place one of these lemmas.
B+Ab, >0
Theorem 1 Order that a vectot® =| 1,1,...1,0,0,..., 0, selected using an ordered sequence (4), wassite b

-—I,_a \_,._/
N-I

solution of the problem (3), if and only if the abse of relation®l = Aaij , b= Abij in the conditions of Lemmas 2 and

4.

Proof

Adequacy: Let selecte@A OA'. Then the expressio =(@.1)= ’ can be written as

B*=(b,/1)=

i
N

'Mz HMZ

I
[y
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P
A=A+ pald
t=1
* p '
=B+ Abl

t=1

vy)
|

To preserve thé informativeness of the vectdr, f and K are defined as follows:

1A =0andA =1 thenf = and k=i =11, j=T+1 N)

2114, =1u A =0, thenf =i and k=j (=1, j=1+1 N).

Forthe A" and B correspondingly following equality holds

A =A+A+A+A+A+FAHA
B =B+B,+B,+B,+B, +B, +B;

Where A, and B, - sum ofAg; andAb; , satisfying the conditions of k-Iemm@s= ﬁi)

Fromthe lemmas 6 it follow& * At AT AT A YA _A+TATATA YA
B ,+B,+B,+B, +B,+B, B +B,+B,+B,+B,

Since satisfies the condition (4) the amoukt and B; is zero, and the amourd,, B, and A,, B, condition

of the theorem.

A =ATA+A
Soy | .
B =B+B, +B;

<0
Summands of the sumé, and B, satisfies the conditions of lemma 3, then fr{nﬁ3 it follows
3

A_A A+A A
— < —=. from lemma 3 we obtair——— < —.
B +B, B
. y A>0
Summands of the sumd\ and B, satisfies the conditions of lemma 1, then fr >0 it
1
A A
follows— > ﬁ From lemma 3 we obtaiﬂAi <—-< i (5)
B, B, B B,
<0
As A , then fromi < i and lemma -4 we obtain
B, <0 B, 2
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+
AYA A A )
B2 + B4 B2 B

A>0 +
As , then fromu > é and lemma -1 we obtain

B>0 B, +B,

At A ATA A A
B,+B, B+B,+B, B

A_A+A+A 0 .
From — <——— we have that the vectoA” =| 111...10,0,...,0| corresponding to the value
B B+B,+B, T NG

1(1) =§ is not optimal.

The theorem is proved.

If the vector A selected by the sequence (4) is not an optimatisalwf the problem (3), then to find such a

solution it is necessary to carry out the replaggna the basis of Lemmas 2 and 4. This processne@s until all and

until they are exhausteAaij and Abij satisfying the conditions of Lemma 2 and 4. in ttase, according to theorem 1,

the solution found is optimal.

In this method the functional value and the comptmef vectorA are formed on the basis of these lemmas

follows.

A+Aa. A
Suppose forAa1-j and Ab”- are taking place Lemma 2 and 4. In this case,rig;aﬂheB—Ab“ >— and
+ Ab.
1j

swapping componenisandj of the vector , we obtain the corresponding value of the functional equal

A+ Ay,
B+Ab,

Based on this method, the following algorithm isigaed to work denoted as.

Step 1: Is accepted

A= {11,..10,0,..0}.
R

l
Step 2: Calculation of the values A and B, iA = (a,1), B=(b,1).
Step 3: Implementation of the appropriatiorl, j =N; A = A/B, =B.

Step 4: The calculation of valuésa; andAb; .
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Step 5: Check the conditions of lemma 4A|a1.j and Ab”- satisfy these conditions, the valuesi-ofi andj-th
component of the vectad interchanged and after calculatioh= A+ Aa;,B= B+Ab”- , you can skip to step 7,
otherwise - go to the next step.

Step 6: Check the conditions of Lemma zAla,.j and Abij not satisfy the conditions of the lemma, proceed to

the next step, otherwise theth and j-th component of the vectord and interchanged after calculating

A= A+Aa;,B =B+ Ab; moves to the next step.
Step 7: Checking the conditign> /. If it holds, then carried out the assignmgnt | —1 and go to step 4,
otherwise - go to the next step.

Step 8: Checking the conditibr< /. If it holds, then carried out the assignmémti +1 and go to step 4,

otherwise - go to the next step.

Step 9: Checking the conditioAy = A andB, = B. If they are performing, then the vectdr is the best
solution and the process ends, otherwise, a trandi step 3.

The realized given algorithm method is based orofiéra 1, and the method is called "Delta-1".

In general, Theorem 1 gives the possibility of deiaing the optimum results based on the methods of

"Ordering".

In many cases, pre-selected vectbrcan provide the optimal solution of problem (3heTefore the following

theorem to determine the conditions under whicé ¢thin happen

Let the choseridA O A

Theorem 2: To the chosen vectod is provided the optimal solution of problem (3)aifid only if the lack of

a= qu andb = Ab”- (i = ﬂ, j=1+1 N), satisfying the conditions of Lemmas 2, 4 and 5.

Proof

Adequacy: Let the selecte@A OA' . Then, the expressio can be written as

>
[

. 5 A (K)
= A+ Naj

t=1

) .
B"=B+> Abl

t=1

To preserve thé informativeness of the vectdr, f andK are defined as follows:
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1.0f A, =0 andA, =1 thenf = j and k=i (=1, j=1+1 N).

2114, =1u A =0 thenf =i andk=j (=1, j=1+1 N).
Forthe A and B correspondingly following equality holds

A =A+A+A+A+A+A+A
B =B+B,+B,+B,+B, +B. +B;

Where A and B, - sum ofAq; andAb;, , satisfying the conditions of k—Iemm&k = ﬁi)

ij !

From the lemmas 6 it follow& * A * AT A+ A YA A+TA+A+TA+A
B,+B,+B,+B, +B,+B, B,+B,+B,+B,+B

By conditions of the theorem sun#,, B, A,, B, and A, B, are zero.

S A =A+A+A
(0] .
B"'=B+B, +B,

<
Every corresponding element of the 98 and B; are satisfy the conditions of Lemma 3, then fr{rg3 <
3

A A A+A, A
follows— < —. From Lemma 3 we obtain———— < —..
B, B+B, B

Every corresponding element of the #t and B, are satisfy the conditions of Lemma 1, then fr{r&
1

A_A A+A A
follows— > — . From Lemma 3 we obtain——— < —.
Bl B+ Bl B
From é < i andM < é follows
B3 B+ B1
+
A+tA _A_A )
B+ B1 B 83
<0
So A3 , then from At Ai < & and lemma -3 we obtain
83 <0 B+ Bl B3
+ A + +
ATA+A _A+A ©

B+B,+B, B+B,
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A+A+A A
From (7) and (8) follows————— < —.
B+B +B;, B
Adequacy

Suppose therei£3a1j and Ab”- satisfying the conditions of Lemma 2 and Lemmé#o#the result of Lemma 2 and

A+A2+A4 A
Lemma 4 we have————— > —.,
B+BZ+B4 B

Every corresponding elements of the #gtand B, are satisfy the conditions of Lemma 2, then fr{r&
2

A_A A+A, A
follows— < —=. From Lemma 2 we obtain———= > —.
2 + B2 B

A, <0
Every corresponding element of the 98t and B, are satisfy the conditions of Lemma 4, then fr{rlg4

4 <
+
followsé > i . From Lemma 4 we Obta'i"lg\—AA > é
4 B+ B4 B
From— < i u é > ﬁ follows
B, B B,
AAA ©)
B, B B,
<0
So A4 , then fromi < i and lemmas -4 we obtain
B4 <0 B4 B2
+
ArA A A (10)

B,+B, B, B

A
, then from > — and lemmas -1 we obtain

S A>0 A +A,
0 e
B>0 B, +B,

Pt A ATA A A
B,+B, B+B,+B, B

Every corresponding element of the sé\, and B, are satisfy the conditions of Lemma 5,

A+A+AHA ATA+A A
B+B,+B,+B, B+B,+B, B

then
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L ATAEAEA A

Fr > — we have that the vectot corresponding to the valub(/]) =
B+B,+B,+B;

is not optimal.

w|>

If the vector A is not an optimal solution of the problem (3), warried out a replacement on the basis of

Lemmas 2, 4 and 5.

The replacement process is continued until the wsted Aaﬁ and Ab”- are satisfying the conditions of Lemmas

2,4 and 5, and at the same time, in accordan¢ehi€orem 2 the solution found is optimal.

In this method, the functional values and the comemds of vectord are determined as follows.

Let us suppose, foAAa; and Abij one of the lemmas 2, 4 and 5 is true. In this ces@ccordance with these

A+ Aa;
IemmasB—AZ1J > E and the relation values of the componérsdj of vector A are changing mutually
+ Ab.
1)

Process of successive interchange continues until,you have the conditions of Theorem 2.

This method is called the method of "Delta-2" amghlemented by the algorithm, denoted4asand represented

as follows:

Step 1: Is accepted

A= {11,..10,0,..0}.
14

Step 2: Calculation of the values A and B, iA= (a,4), B =(b,A).
Step 3: Implementation of the appropriatiocrl, j =N; A = A/B, =B.
Step 4: The calculation of valuésa; and Ab; .

Step 5: Check the conditions of lemma 4A|a1.j and Ab”- satisfy these conditions, the valuesi-ofi andj-th

component of the vectad interchanged and after calculatioh= A+ Aa;,B= B+Ab”- , you can skip to step 9,

otherwise - go to the next step.

Step 6: Check the conditions of Lemma 2A&; and Ab”- not satisfy the conditions of the lemma, the valoles

i-th andj-th component of the vectot interchanged and after calculaticgh= A+ Aa. ,B = B + Ab,

i  » You can skip to

step 9, otherwise - go to the next step.

Step 7: Check the conditions of Lemma 5A&; and Ab”- not satisfy the conditions of the lemma, the valoles

i-th andj-th component of the vectot interchanged and after calculaticgh= A+ Aa. ,B = B + Ab,

i  » You can skip to

step 9, otherwise - go to the next step.
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Step 8: Checking the conditign™> /. If it holds, then carried out the assignmgnt j —1 and go to step 5,

otherwise - go to the next step.

Step 9: Checking the conditior< /. If it holds, then carried out the assignmémt i +1 and go to step 5,

otherwise - go to the next step.

Step 10: Checking the conditioA, = A and B, = B. If they are performing, then the vectdr is the best

solution and the process ends, otherwise, a trangd step 3.
CONCLUSIONS

In the article determined the optimal conditions the method of "ordering" and the selected vedfdith the

help of these theorems we developed a new methodelecting informative features using heuristitecia of Fisher

type.
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